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Abstract
The structural and dynamical properties of liquid ethanol (C2H5OH) at ambient conditions have
been studied by ab initio molecular dynamics simulations using a large supercell containing
125 molecules (1125 atoms). The results obtained from a trajectory of 10 ps are found to be
in good agreement with available experimental data. Without sacrificing accuracy, the
computational cost of simulations is reduced by more than a factor of four by the linear scaling
algorithm based on the augmented orbital minimization method.

S Supplementary data are available from stacks.iop.org/JPhysCM/20/294212

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Ethanol is in wide commercial use in beverages, solvents,
and fuels, making it one of the most important alcohols.
Therefore much effort has been devoted to understanding
the properties of liquid ethanol from numerical simulations.
Most of the previous results have been obtained by molecular
dynamics (MD) and Monte Carlo simulations using empirical
interatomic potential functions [1–9]. The most widely used
potential function for ethanol is the OPLS (optimized potential
for liquid simulations) force field [1–4], while more elaborate
potential functions have also been developed [5–9]. Overall,
these simulations are able to reproduce the experimental
features relatively well, suggesting that liquid ethanol at
ambient conditions consists mainly of winding chains linked
by O–H · · · O hydrogen bonds, in analogy with methanol.
Nevertheless, different force fields give significantly different
values for some properties like hydrogen-bond statistics [6]
that are not available from experiments. In the absence of
accurate reference data, however, there is no way to judge
which force field is more reliable. Furthermore, united atom
and rigid body approximations are used in many force fields,
which makes the analysis of intramolecular properties difficult.

In contrast, the atomic forces are calculated directly
from first principles without adjusting empirical parameters
in the density-functional theory (DFT) [10–13], which allows
us to investigate the intra- and intermolecular properties of

condensed systems on an equal footing. Ab initio study
of hydrogen-bonded liquids using DFT started with water
in the early 1990s [14, 15], followed by ammonia [16–18],
methanol [19–23], formamide [24], and phosphoric acid [25].
There are also many studies on the aqueous solutions of
ions [26, 27]. As a result of these studies, DFT is considered to
give satisfactory results for structural and dynamical properties
of hydrogen-bonded liquids. While DFT has already been
applied to aqueous solutions of ethanol [28], to the best of our
knowledge there has been no ab initio study of liquid ethanol to
date. This is mainly because we need of the order of 103 atoms
to model the liquid phase of ethanol, which is computationally
too expensive on today’s computers.

Recently, a number of novel algorithms called linear
scaling methods [29–47] have been proposed to improve the
performance of large scale electronic structure calculations.
In these methods, the computational cost of evaluating the
total energy and atomic forces grows only linearly with system
size by taking advantage of the nearsightedness principle [48].
In the meantime, a variety of real space basis sets, such
as finite differences [49–52], finite elements [53–59], B-
splines [60], spherical waves [61], and wavelets [62, 63], have
been developed for DFT calculations in the last decade, some
of which are already competitive with the conventional plane
wave basis set in terms of accuracy and performance [64].
A prominent feature of real space basis functions is that
they are exactly localized in real space, while exhibiting
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Figure 1. Convergence of ground state calculations for liquid water
consisting of 125 molecules [42]. We used RLR = 12 au in both
calculations.

systematic convergence with respect to the number of basis
functions. Furthermore, it is easy to achieve high performance
on massively parallel computers with these basis functions.
Therefore, the real space basis functions are ideal for the
implementation of linear scaling methods. In this work, we
investigate the properties of liquid ethanol from first principles
with the help of linear scaling methods, together with finite-
element basis functions.

2. Computational details

Our calculations are based on the DFT in the Kohn–Sham for-
malism [10, 11]. We used the generalized gradient approxima-
tion (GGA) in the Perdew–Burke–Ernzerhof (PBE) form [65].
The separable norm-conserving pseudopotentials [66–68] were
employed, and only the � point was used to sample the Bril-
louin zone. The orbitals were expanded by finite-element ba-
sis functions of degree-3 [54, 55]. All production runs in
the present paper were performed with an average cutoff en-
ergy [55] of 48 Ryd, while the resolution was approximately
doubled at the positions of oxygen atoms by adaptation of the
grids [52]. The atoms were treated classically, and the equa-
tions of motion for the atoms were integrated with the velocity-
Verlet algorithm [69] using a timestep of 30 au (∼0.7 fs) in the
production run. A Berendsen thermostat was used to control
the temperature.

During the molecular dynamics simulations, the electronic
states were quenched to the Born–Oppenheimer surface at
every MD step with the limited-memory variant [70, 71] of
the quasi-Newton method [72], which is more efficient than
the conjugate gradient method [71]. The wavefunctions were
extrapolated from previous MD steps [73]. The simulations
were mainly performed on 108 AMD Opteron 2.0 GHz
processors connected by Myrinet.

Liquid ethanol at ambient conditions was modeled by 125
molecules (1125 atoms, 1250 orbitals) in a cubic supercell of
side 23 Å, which corresponds to the atomic number density
measured at 298 K [74]. In order to study this system
at reasonable computational cost, we relied on the orbital
minimization method (OMM) [43–47], which is the most
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Figure 2. (a) Kernel regions for ethanol. (b) An alternative choice of
kernel regions.

appropriate for our implementation among the various linear
scaling methods. In OMM, each orbital is allowed to take
nonzero values only in a given region of space, called the
localization region (LR). It is common practice to choose
the LRs so that each (localized) orbital can approximate the
maximally localized Wannier functions (MLWFs) [75–77]
as accurately as possible. Then, the computational cost
of electronic structure calculations will grow only linearly
with system size for a given accuracy. However, a naive
implementation of OMM suffers from several drawbacks,
such as the slow convergence problem [29, 30]. We have
recently developed a novel algorithm, which we call the
augmented orbital minimization method (AOMM) [42], to
overcome these problems by imposing additional constraints
on the orbitals. In the AOMM we first define the kernel
regions (KRs) that are small (nonoverlapping) regions chosen
to include the centers of MLWFs. These KRs allow
us to eliminate the near redundancy of the orbitals, thus
avoiding the problems mentioned above [42]. Figure 1
shows the convergence of ground state calculations in OMM
and AOMM, clearly demonstrating the advantage of the
latter.

In the current model, we have assigned seven spherical
KRs (and LRs) to each molecule as illustrated in figure 2(a),
where six KRs of radius RKR = 0.9 au are centered at C–
C and C–H bonds, each with a single orbital, and one KR
of radius RKR = 1.2 au is centered at an oxygen atom, with
four orbitals. Although the latter can be split into four smaller
ones, at least in principle, the centers of MLWFs around the
oxygen atoms are too close to each other (compared to the grid
resolution) to allow such a decomposition. Alternatively, we
can construct each KR so that the whole molecule is included
in a single KR, as shown in figure 2(b). This choice, however,
leads to larger errors in total energy and atomic forces [42],
and will not be used in this study. LRs are given by spherical
regions of radius RLR with the same centers as KRs, but
boundaries of LRs are (slightly) modified to avoid interference
with KRs [42].

Then, several trajectories of 0.5 ps in the microcanonical
ensemble are used to evaluate the accuracy and performance
of our implementation, as shown in table 1. Figure 3 shows
the time evolution of total energies in these runs. In the
conventional method, total energy drift is mainly caused by
the use of a finite timestep for integration of the equations of
motion and a finite tolerance for the ground state calculations.
In the linear scaling calculations, additional errors arise
from the fact that the boundaries of LRs and KRs change
discontinuously as the atoms move, the effect of which is
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Table 1. Simulation details for each run. �E denotes the relative error in total energy for the initial configuration. We used a timestep of
30 au and a tolerance of 10−9 Ryd/orbital for total energy minimization in all runs. Each MD step takes ≈10 min in (a).

Method RLR (bohr) Performance �E Drift (Ryd/atom ps)

(a) O(N3) ∞ 1 0 2.9 × 10−5

(b) O(N) 8 8.0 1.43 × 10−4 1.0 × 10−3

(c) O(N) 10 6.3 2.09 × 10−5 3.0 × 10−5

(d) O(N) 12 4.6 3.20 × 10−6 1.6 × 10−5

(e) O(N) 14 2.4 5.84 × 10−7 1.8 × 10−5
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Figure 3. (a) Time evolution of the total energies for
RLR = 8, 10, 12, 14 au and ∞. The total energy of the initial step is
chosen as the origin in all runs. (b) Time evolution of the total energy
and potential energy for RLR = 12 au.

difficult to take into account analytically [42]. The last effect is
prominent when RLR = 8 au, and still persists to some extent
when RLR = 10 au However, we find excellent conservation
for RLR = 12 au, and a further increase to 14 au makes
no improvement. Therefore, we used RLR = 12 au in the
production run as a good compromise between accuracy and
speed, while RLRs of 9–12 au were used in the equilibration
runs.

Using these parameters, the system was first equilibrated
for 25 ps at 1000 K, during which period all intramolecular
covalent bond lengths were kept fixed with the RATTLE
algorithm [78] to avoid dissociation. Then the temperature was
gradually lowered to room temperature and all constraints on
the bond lengths were removed. After another equilibration
period of 7.5 ps, the statistics were collected during the
production run of 10 ps at an average temperature of 299 K.

(a) (b)

Figure 4. (a) Trans and (b) gauche conformers of ethanol.
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Figure 5. Notation for ethanol.

No dissociation of the molecules occurred throughout the
simulations.

3. Results

We first calculated the geometry of an isolated ethanol
molecule to check the accuracy of our method. An ethanol
molecule was placed in a cubic supercell of side 11.5 Å, and
the equilibrium structures for the trans and gauche conformers
(figure 4) were obtained by minimization of the total energy
with respect to the atomic degrees of freedom using the
quasi-Newton method [72]. No localization constraints were
imposed on the orbitals. The calculated structural parameters
are compared with other theoretical and experimental values
in table 2, where the notation for the atoms is given in
figure 5. Overall, our results are in satisfactory agreement
with the reference values. Then, the intramolecular structural
parameters of ethanol molecules in the liquid phase are
averaged and compared with those of the isolated monomer
in table 3. The only noticeable difference is the elongation of
O–H bonds, which is caused by the formation of O–H · · · O
hydrogen bonds. Changes in the other parameters are much
smaller than thermal fluctuations. Besides the parameters
shown in table 3, each molecule has two rotational degrees
of freedom. In particular, rotation of the O–H groups is an
important reaction which is accompanied by a trans/gauche
transition. We show the probability distribution of � CBCAOHO

in figure 6. Integration of the distribution gives 61.0% of
gauche and 39.0% of trans conformers, where each molecule is
considered a trans conformer if 120◦ < � CBCAOHO < 240◦,
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Figure 6. Probability distribution of the torsional angle around the
O–CA bond.

Table 2. Equilibrium structure of an isolated ethanol molecule.
r(CA–HA) and r(CB–HB) denote the average values. Bond lengths
are in Å and bond angles in degrees.

This work BLYPa B3LYPb Experimentc

Gauche

r(O–HO) 0.971 0.981 0.961 0.945
r(O–CA) 1.435 1.455 1.429 1.427
r(CA–CB) 1.523 1.529 1.521 1.530
r(CA–HA) 1.102 1.100 1.092 1.094
r(CB–HB) 1.099 1.099 1.091 1.094
� CAOHO 107.8 108.0 108.7 108.3
� CBCAO 112.9 113.0 113.0 112.2

Trans

r(O–HO) 0.969 0.980 0.960 0.945
r(O–CA) 1.438 1.458 1.432 1.425
r(CA–CB) 1.516 1.523 1.515 1.530
r(CA–HA) 1.105 1.103 1.095 1.094
r(CB–HB) 1.098 1.098 1.090 1.094
� CAOHO 108.0 108.4 109.0 108.3
� CBCAO 107.9 107.6 108.0 107.2

a Reference [28].
b Reference [79].
c Reference [80].

and a gauche conformer otherwise. These results can
be compared with the OPLS value of 50.0% for both
conformers [2]. While statistical errors of our simulations
are not negligible, as indicated by the asymmetry of the
distribution, the major source of discrepancy is presumably the
united atom and rigid body approximations in the OPLS force
field. Meanwhile, rotation of the methyl groups around the
CA–CB bonds occurs only on rare occasions, and will not be
discussed here.

Now we proceed to the intermolecular structures. The
radial distribution functions (RDFs) for selected atomic pairs
are shown in figure 7. The characteristic features of these
functions are the sharp first peaks of O–HO and O–O RDFs,
which are obviously due to the formation of O–H · · · O
hydrogen bonds. The positions of these peaks are 1.75–1.80 Å
for O–HO and 2.75 Å for O–O, the latter being in satisfactory
agreement with the experimental value of 2.8 Å [81]. These
hydrogen bonds are also considered responsible for several

Table 3. The average structural parameters of ethanol molecules and
their fluctuations in the liquid state. � denotes the differences from
the gas phase values. Bond lengths are in Å and angles in degrees.

Liquid �

r(O–HO) 0.991 ± 0.028 +0.021
r(O–CA) 1.442 ± 0.033 +0.006
r(CA–CB) 1.526 ± 0.033 +0.006
r(CA–HA) 1.106 ± 0.030 +0.003
r(CB–HB) 1.102 ± 0.029 +0.003
� CAOHO 108.5 ± 4.5 +0.6
� CBCAO 111.6 ± 3.8 +0.7

Table 4. Hydrogen-bond statistics from our simulations, OPLS force
field [2], and the polarizable version of OPLS [6] at ambient
conditions. fi is the fraction of molecules with i bonds, and
nHB = ∑

i fi .

This work OPLS Polarizable OPLS

f0 0.021 0.01 0.064
f1 0.129 0.14 0.163
f2 0.780 0.80 0.710
f3 0.070 0.05 0.063
nHB 1.90 1.9 1.77

other features, e.g. the first peaks of HO–HO and CA–HO RDFs.
Overall, the OPLS force field [1–4] appears to give RDFs in
nearly quantitative agreement with our results.

Then, our RDFs have been utilized to evaluate the x-ray
weighted radial distribution function which can be directly
compared to the experimental one [81], as shown in figure 8.
At first glance, our result appears to be significantly less
structured than the experimental one, particularly at small r .
However, at least part of the discrepancy is due to the numerical
noise associated with Fourier transforms, as indicated by the
behavior at r < 2.5 Å. In contrast, both functions are in
excellent agreement with each other at large r (>6 Å) where
the numerical noise plays only a minor role.

We have also carried out an analysis of hydrogen bonds
based on the geometric criteria used in previous studies [2]:
any intermolecular O · · · HO pair is considered hydrogen
bonded if (i) the O · · · HO distance is less than 2.6 Å, (ii) the
O · · · O distance is less than 3.5 Å, and (iii) the HO–O · · · O
angle is less than 30◦, where the threshold values for the
bond lengths also agree with the minima of our RDFs within
statistical errors. The results of hydrogen-bond analysis from
our simulations are compared with those of the previous
studies in table 4. Our results suggest that the liquid phase
of ethanol consists mainly of hydrogen-bonded chains, with
occasional branching. We have also confirmed this view from
the snapshots of simulations. The values from the OPLS force
field are in much closer agreement with our results than those
of the polarizable one.

The self-diffusion coefficient D of liquid ethanol was
evaluated from the mean-square displacement of the molecular
center of mass. The value of D from our simulation is
8.2 × 10−6 cm2 s−1, while the experimental value at ambient
conditions is given by 1.1 × 10−5 cm2 s−1 [82]. Since
the statistical errors associated with the evaluation of D is
relatively large, the agreement is considered reasonable.
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Figure 7. Intermolecular radial distribution functions for liquid ethanol.

Finally, the velocities of the atoms were used to estimate
the vibrational density of states for the liquid phase, as shown
in figure 9. The vertical lines denote the theoretical values
for the isolated trans and gauche conformers. The highest
frequencies, which correspond to the O–H stretch motion,
are redshifted by ∼350 cm−1 with some broadening in going
from the gas to the liquid phase. This effect, as well as
the elongation of O–H bonds, is caused by the formation
of the O–H · · · O hydrogen bonds. The amount of redshift
is in good agreement with the experimental value of 320 ±
10 cm−1 [79, 83, 84]. The rest of the frequencies are
insensitive to the environment, which is consistent with the
minor differences in the intramolecular structure shown in
table 3.

4. Conclusion

The properties of liquid ethanol have been studied in
detail from first principles. Good agreement with available
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Figure 8. X-ray weighted radial distribution functions from theory
(this work) and experiment [81].

experimental data was obtained for structural and dynamical
properties. In particular, our results are consistent with the
current understanding that liquid ethanol consists mainly of
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Figure 9. Vibrational density of states for liquid ethanol. Vertical
lines denote the theoretical values for isolated trans and gauche
conformers.

winding chains linked by O–H · · · O hydrogen bonds. We have
found that the original OPLS force field provides structural
properties in close agreement with our results, even though a
relatively crude approximation is used for the intramolecular
structure.

We have also shown that the use of a linear scaling
algorithm based on AOMM reduces the computational cost
of large scale ab initio molecular dynamics simulations
significantly without sacrificing accuracy. We expect that
our implementation will allow us to study huge systems
that are otherwise intractable on the next generation of
supercomputers.

The numerical data for figures 7, 8, and 9 are available
as supplementary data files (available at
stacks.iop.org/JPhysCM/20/294212).
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